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Abstract:  In this study, we proposed a test statistic for testing equality of means when variances are not equal. When 

variances of different groups are significantly different from one another it is not proper to use the pooled sample 

variance ( 2

PS )    as a single value for the variances. In this work we are interested in testing directional hypothesis, 

since the variances are unequal then we make use of harmonic mean variance ( 2

HS ). The means are ranked such 

that the problem reduces to a two sample situations. Data set from Kwara State Ministry of Agriculture on the yield 

of maize (kilograms) in four different locations was used to demonstrate directional hypothesis testing. 
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Introduction 

A t-test is often used to compare the difference between two 

means or more that are based on samples. The samples come 

from populations. In that context, the test’s statistical power is 

the probability that you will conclude that more than two 

population means are different when they are different. It can 

also represent the probability of correctly deciding that one 

population mean is not just different from but larger than the 

other. Every hypothesis test requires that analyst to state a null 

hypothesis and an alternative hypothesis. The hypothesis is 

stated in such a way that they are mutually exclusive. That is, 

if one is true, the other must be false; and vice versa.     

This work primarily concern itself with the application of 

testing hypothesis with directional alternatives, this has 

application in many fields such as Agriculture, Medicine, 

Orthodox chemotherapy, non – orthodox herbal and body 

cure. The hypothesis of homogeneity of means 

  gH ...: 210  to be tested against the 

ordered alternative, H1: g  ...21 , H1:   

g  ...21     
 or   H1:   g  ...21 .  

The interest of this work is to develop a suitable test 

procedure to address heterogeneity of variances if present and 

we propose a test statistic for testing equality of means against 

directional alternative in the presence of heterogeneity of 

variances. See Abidoye 2012. Also Abidoye et al. (2015), 

Abidoye et al. (2016a, 2016b), mention the use of 

Agricultural research where the interest is to investigate the 

effectiveness of certain brands of fertilizer meant for a 

particular crop there might be a pre- conceived belief that 

certain brand(s) are more effective than others; indeed  

following an ordered form of performance. 

Adegboye and Gupta (1986) discussed testing equality of 

means under common but unknown variance (
2 ) using 

ordered alternative with strict inequality. Bartholomew (1959) 

duel on testing k normal variates having some mean against 

the alternative hypothesis kH   ...: 211 . 

Gupta et al. (2006) in consideration of multivariate mixed 

models, suggested that the distributional assumptions of the 

errors are not required but only assumed that the random 

sample from large population of levels. Cochran (1964) 

investigated the test of equality of means in Behrens – Fisher 

problem and compared his test with the test developed by 

Benerjee (1960) and McCullough et al. (1960). Levene (1960) 

proposed a test criterion for testing equality of variances for 

specified significance level. In this paper we are proposing a 

t– statistic for testing equality of means when the variances 

are unequal.  

 

Methodology 

The unbiased estimate of  

YYY iiii   )min()min( 11               (1)   

and the unbiased estimate of   


  YYY iiii )max()max( 11            (2)   

Where )min( 1 ii   is the ordered means for 

minimum and )max( 1 ii   is the ordered means for 

maximum.  

Therefore,     
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where   is a scaling factor from normal population 

Consequently, the test statistic for the hypotheses set in 

equation (1) is 
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where ),,(~2 gbSH
 which has approximately the 2  

- distribution with the degree of freedom to be determined and 

)min( 1 ii YYY  follow normal distribution. 
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Now p- value = )()(


t
tPttP rr  

 (11) 

where λ has define earlier above, it can be λ1 or λ2  and  


rt  is 

regular t – distribution and r is the appropriate degrees of 

freedom for the t – test. 

 

Data Analysis 

The data used in this study are secondary data, collected 

primarily by Kwara State Ministry of Agriculture, Ilorin, 

Kwara State, Nigeria.   

 

Table 1: The yield of maize (kilograms) in four different 

locations in Ministry of Agriculture, Ilorin, Kwara State 
Years 1 2 3 4 5 6 7 8 9 10 

Zone A 30 72 63 44 55 36 65 49 69 56 

Zone B 34 29 22 31 13 33 45 20 31 24 

Zone C 25 28 31 29 27 34 13 25 18 23 

Zone D 31 29 30 25 19 26 18 24 19 27 

 

By the application of Levene test of equality of variances, the 

test is given in Table 2. 

Table 2: Levene test for variance equality 
 

 Levene Statistic df1 df2 P-value 

Response 12.367 3 36 0.000 

 

From above test result, the variances are significantly different 

from location to location. See 
 Abidoye et al. (2016b).

 

From the data in Table 1 the following summary statistics 

were obtained: 

10,88.197,9.53: 2  AAA nSXZoneA  

10,84.78,2.28: 2  BBB nSXZoneB  

10,01.38,3.25: 2  CCC nSXZoneC  

10,62.22,8.24: 2  DDD nSXZoneD  

 

AX
 

BX
 

CX
 

DX
 

X
 

53.9 28.2 25.3 24.8 33.1 

 

Therefore, we consider the minimum and  maximum 

differences of means respectively as given below: 

8.201.339.531 Y
  9.41.332.282 Y
 

8.71.333.253 Y
 

3.81.338.244 Y
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Then, the minimum difference of means is  
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In the above data set, 10in ,  g = 4 ,  
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The main hypothesis is; 

  DCBAH :0  against H1:  i  
, 

for at  least one ,i  i.e  DBAi ,...,,
 

 

The hypothesis to be tested is  

0:0 iH  vs H1: 0i  

    

r

i

H

i t

nn
S

XX
t 2~

11

)min(















       

   

3794.2

3.8

40

1

10

1
73.6

3.8 















 

   = -3.388 

 

1

2 ))((  g

i YYg
=  0+ 

Now p- value =  









2

)(

cal

rr

t
tPttP  








 


0

388.3
rtP

 

  rtP

 0
 

< 0.016 

 

In this regard, we reject H0 and conclude that the mean of the 

yield of maize (kilograms) in four different zones are 

significantly different at 5% level of significance.  

Next we consider the maximum difference of means  

8.20)()max(  XXXXY Ai

 In the above data set, 10in ,  g = 4 ,  
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The hypothesis to be tested is  

  0:0 iH  vs H1: 0i   
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equation (1) 

  
Now p- value = 
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                                                     < 0.016 

Which led to the rejection of H0 and we therefore conclude 

that the mean of the yield of maize (in kg) in the four different 

zones are significantly different at 5% level of significance. 

Conclusion  

In this application we have demonstrated testing equality of 

means with directional alternative when the population 

variances are not equal.  Because the sample harmonic mean 

of variances has approximately chi – square distribution, the t 

– statistic is found to be appropriate and it help in overcoming 

the Beheren- Fisher’s problem.  
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